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Uninterruptible IMS: Maintaining Users Access
During Faults in Virtualized IP

Multimedia Subsystem
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Abstract— Network function virtualization (NFV) of IP Multi-
media Subsystem (IMS) pose promise to service increasing mul-
timedia traffic demand. In this paper, we show that virtualized
IMS (vIMS) is unable to provide session-level resilience under
faults and becomes the bottleneck to high service availability.
We propose a design to provide fault-tolerance for vIMS opera-
tions. In control-plane, our system decomposes single IMS oper-
ation into different atomic actions, and partition these actions
into critical and non-critical actions. Only the critical actions are
then monitored in real time and the system can easily resume
IMS operations after failure. In data-plane, we decompose
multimedia traffic flows and partition each multimedia service
as a separate Virtualized Network Function (VNF). Through
data-plane partitioning, our design restricts the damage from
faults to only failed VNF. Thereafter, impacted service flow is
merged with other ongoing service flows. We build our system
prototype of open source IMS over virtualized platform. Our
results show that we can achieve session-level resilience by
performing fail-over procedure within tens of milliseconds under
different combinations of IMS failures in both control-plane and
data-plane operations.

Index Terms— Network functions virtualization, LTE, IP mul-
timedia subsystem, fault tolerance, and software defined
networking.

I. INTRODUCTION

MOBILE network operators are planning to support a
number of multimedia applications into their network.

These include voice and video over LTE (VoLTE/ViLTE),
evolved Multimedia Broadcast/Multicast Service (eMBMS),
virtual reality, interactive gaming, and many more. These mul-
timedia applications being real-time have stringent end-to-end
latency requirements and require guaranteed bit rate service
from LTE network. LTE network that can only offer best effort
service deploys IP Multimedia Subsystem (IMS) as a overlay
architecture for precedence treatment of multimedia traffic.
Figure 1 shows IMS being an overlay to LTE network handles
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Fig. 1. IMS is an overlay to LTE network.

multimedia signaling packets through multimedia servers, and
multimedia data packets through multimedia gateway. It finally
connects the source device with target multimedia application
(telephony application in our example).

The ever-growing demands from numerous conventional
and new generation multimedia applications have compelled
network operators to look towards Network Functions Vir-
tualization (NFV) to scale network services up and down
quickly and to better align costs with network usage [1].
Service providers so far have only looked at performance [2],
scalability and flexibility [3], and monetary aspects [4] of
NFV, largely ignoring the impact of Network Function (NF)
faults on service provisioning. IMS that provides multimedia
services to LTE subscribers is the leading candidate for carrier
network virtualization [1]; and requires immediate attention on
its fault tolerance support in virtualized environment. To the
best of our knowledge, our work is the first to disclose weak
fault tolerance in existing vIMS (e.g. on-going voice and other
multimedia traffic); and show how it jeopardizes device service
operations. We addresses these issues through domain specific
knowledge. IMS-NFV replaces dedicated IMS NFs implemen-
tation over proprietary hardwares with software running on
commercial commodity servers. When IMS implementation is
moved from traditional carrier-grade boxes to general-purpose
boxes, vIMS needs to rely on IMS protocol-level and virtu-
alization platform-level fault tolerance mechanisms [5], [6]
to serve its subscribers during faults. However, we reveal
that both IMS protocol and virtualization platforms do not
fulfill fault tolerance requirements stipulated by multime-
dia applications. The failure recovery in vIMS takes up
to tens of seconds, which not only terminates on-going
user service requests but also de-registers the device from
IMS network.
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A. Goals

We aim to achieve same level of fault tolerance in vIMS
as provided by carrier-grade IMS platform, and that vIMS
should continue serving existing and new service requests
during faults. To do so, we provide session-level resilience
to both control-plane and data-plane operations. Moreover,
we want minimum changes in current IMS implementation
that do not conflict with standardized IMS operations and
recovery procedures.

B. Design

We have put forward a design to meet our goals. In the
control-plane, the highlight of our design is to simplify fault
tolerance procedure for device operations (e.g. voice call oper-
ation) by providing fault detection and fail-over procedures
only to critical actions of IMS NFs. We argue that every IMS
operation can be split into critical and non-critical actions.
The fault tolerance should be provided for critical actions by
letting non-critical actions (referred as provisional actions in
this paper) to fail. Critical actions are those actions which
play an important role in establishing multimedia operation;
whereas, provisional actions are auxiliary actions whose job is
to keep source and target clients informed regarding progress
of multimedia operation. Provisional actions are not related
to multimedia control-plane initialization, establishing and
connection; and thus their failure do not impact execution
of multimedia operation. To take an example, a voice call
operation can be divided into calling, progressing, proceeding,
connected and terminated actions. Calling and connected
actions are critical as they deal with voice call control-plane
setup and data-plane initialization; whereas, rest of the actions
are non-critical as they only provide progress of the call setup
to the source device and do not play any role in voice call
being successful or not.

Our key design idea is to enable every IMS NF to take
charge of its directly associated neighbor when it fails. Our
fail-over procedure is supported on one-leg, i.e. in-service
NF takes charge of out-of-service IMS NF, and resumes IMS
operation by replaying the action at which the fault occurred.
We have achieved this by applying atomic properties on
critical actions, decoupling non-overlapping actions and par-
titioning likewise actions into their respective action groups.
To replay the failed actions, the in-service IMS NF should
have kept track of device session information located at out-
of-service IMS NF before failure. Our design achieves this
by letting every IMS NF to replicate its session information
to all of its associated neighbors. These sessions are repli-
cated through piggybacking over a request-response messages
exchange when two neighboring NFs communicate with each
other.

To address data-plane failure case, our design partitions
IMS services based on their characteristics and traffic require-
ments. It exploits LTE specific features and creates differ-
ent paths between device and IMS network, where each
path carries specific IMS service. At IMS media gateway,
each path terminates into separate virtualized Network Func-
tion (VNF) instances. These VNFs facilitate each others traffic

Fig. 2. IMS architecture: an overview.

during faults. When all VNFs stop serving, we efficiently
transfer data-plane traffic to standby IMS media gateway
server.

C. Results

We implement our design and gather results from our
OpenIMS [7] implementation over Openstack [8]. We mod-
ify OpenIMS implementation for efficient packet processing,
critical actions isolation from non-critical ones, operation
execution through finite state machine, and run time module
reconfigurations to handle fail-over and fail-back procedures.
We analyze our fault tolerance approach when failure occurs
during (a) device registration, (b) multimedia service request,
and (c) data-plane traffic. Our results show that our system:
(1) reduces recovery time by up to 20X compared to current
vIMS implementation, and (2) controls signaling storm that
occurs during failure.

II. BACKGROUND

IMS runs on top of LTE which provides best effort service to
the users, with no guarantee about the amount of bandwidth
a user gets for a connection and the delay experienced by
the packets. Therefore, IMS is the preferred choice of mobile
operators to support real-time multimedia services. IMS uses
Internet protocols and brings multiple media, multiple point
of access and multiple modes of communication into a single
network, enabling simultaneous voice and multimedia services
for end users [9].

A. IMS Architecture

IMS operations are categorized into control-plane and
data-plane operations, as shown in Figure 2.

B. Control-Plane

supports call sessions control through Call Session Control
Function (CSCF) entities. The CSCF performs all the signaling
operations, manages Session Initiation Protocol (SIP) sessions
and coordinates with other NFs for session control, service
control and resource allocation. It consists of two main NFs:
the Proxy-CSCF (P-CSCF) and Serving-CSCF (S-CSCF). LTE
device (IMS client) first camps on LTE base station and
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registers with LTE core network. It then also registers with
IMS network and initiates IMS signaling over IMS control-
plane. The P-CSCF is an access point for IMS and acts as a SIP
proxy for all the user equipments. P-CSCF simply forwards all
traffic to S-CSCF. S-CSCF is the core of the IMS and it is the
point of control within the network that enables operators to
control the entire service delivery process and all the sessions.
S-CSCF has knowledge of all the services subscribed by
the users, by downloading from the Home Subscriber Server
(HSS).1

C. Data-Plane

includes media-gateway NF which processes, stores data
and generates services for the subscribers. Once user ses-
sion has been established, the user data-plane traffic is sent
to Media Gateway Function (MGF). The MGF connects
LTE core domain (via Packet Data Network Gateway -
PGW) with IMS domain for multimedia service and converts
between different transmission and coding techniques. More-
over, it employs monitoring schemes to determine policy and
charging rules in real-time at both IMS and LTE.

III. HIGH SERVICE AVAILABILITY

IN CARRIER GRADE IMS

End-to-End Service Provisioning: One goal of network
operators is to provide all-time service access to their sub-
scribers. In end-to-end service access, source (originating
service-request device) communicates with radio network that
forwards packets to LTE core network, which then redirects
these packets to IMS for delivering them to destination device.
Therefore, in order to provide end-to-end service, all three net-
works (radio, LTE core, and IMS) must function even during
faults. Conventionally, these three networks employ sufficient
mechanisms at their hardware and software to tolerate faults
and provide high availability of network resources.

High service resilience in LTE operations is achieved
through protocol level measures and vendor specific platforms.
We now describe existing fault tolerance mechanisms at LTE
radio network, LTE core network and IMS network.

A. Fault Tolerance in LTE Radio Network

LTE base station employs various mechanisms to tolerate
faults. Radio transmission failure is addressed at LTE protocol
level which provides retransmission of lost packets (i.e. HARQ
procedure) [10]. Cell connectivity failure is taken care of
by switching to a better cell when device’s signal strength
starts getting weak [10], while maintaining data flows through
tunneling. To address network capacity failure, network ven-
dors use different algorithms to switch load between cells and
provision radio resources as per service type.

1HSS is a database that contains all subscribers’ data like the services they
are allowed to access, the network in which they are granted to roam and
the information about the location of these subscribers. Another important
function of the HSS is to provide the encryption and authentication keys of
users.

B. Fault Tolerance in LTE Core and IMS Networks

Vendor specific IMS and LTE-core platforms provide two
layers of defense at their hardware and software.

1) Hardware Fault Tolerance: Purpose-built hardware plat-
forms have been developed that can tolerate faults. They
continue to provide the required functioning despite occasional
internal components and modules failures, either transient or
permanent. Examples of hardware platforms are Ericsson’s
Blade Systems (EBS) [11], Alcatel-Lucent’s Element Manage-
ment System (EMS) [12], and Huawaei’s ATCA [13]. These
platforms use internal redundant hardware modules, provide
NF availability during failures, and do maintenance at any
time without disturbing traffic.

2) Software Fault Tolerance: IMS equipment vendors pro-
vide strong coupling between their software and hardware.
Software fault tolerance is achieved by software design that
ensures redundancy, both for error detection and error recov-
ery. As the system operates, functional checks are made on
the acceptability of the results generated by each piece of
software component. Software platforms include Ericsson’s
ERLANG [11], Alcatel-Lucent’s NVP [14], and Huawaei’s
Fusion [15] that use various software techniques for scalable
real-time systems with requirements on concurrency, distribu-
tion and fault tolerance.

C. Fault Tolerance in IMS Protocol

Our study reveals that IMS protocol does not provide fault
tolerance mechanisms, instead it performs failure recovery by
rebooting or switching to redundant NF [16]; and takes tens
of seconds to get back into service.

1) On S-CSCF Failure: When device registers with IMS
network at first time, its SIP proxies (including P-CSCF
address), contact information, authentication information, and
others are backed-up at HSS. If any of the above data is
modified, S-CSCF updates the record at HSS. On S-CSCF fail-
ure, the device registration procedure is aborted if in-progress,
or device is de-registered from the IMS network if it has
already been registered. After failure, HSS re-assigns another
S-CSCF and performs failure recovery procedure by restoring
already registered device information and reconfiguring the
connection with P-CSCF.

2) On P-CSCF Failure: P-CSCF failure is detected by PGW
that informs user equipment by sending an address of new
P-CSCF. When the device receives new P-CSCF address,
it declares previous P-CSCF as unavailable and sends IMS
registration request towards new P-CSCF.

3) On MGF Failure: Like control-plane, IMS protocol does
not provide any data-plane fault-tolerance mechanism. MGF is
a critical IMS component that connects IMS with the outside
world. When MGF failure occurs, the media traffic terminates
between source and destination devices. The path between
MGF and PGW is declared out of service. This failure is
also propagated to S-CSCF which in turn prevents registered
devices to use media service. Thereafter, PGW reselects a new
MGF with the help of media gateway control function. Once
new MGF becomes operational, all media-traffic is forwarded
to new MGF.
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Fig. 3. NFV implementation of IMS.

In short, fault recovery procedures provided by IMS pro-
tocol are lengthy and are not triggered by carrier grade IMS
platforms. These platform apply dedicated mechanisms at their
dedicated NF boxes to provide session-level resilience.

IV. STATE OF THE ART NFV IMPLEMENTATION

vIMS has already been embraced by a number of oper-
ators, such as SK telecom in Korea [17] and Telefonica in
Europe [18]. In other countries, vIMS is currently being rolled
out such as, Sprint telecom in the USA [19], and Spark telecom
in New Zealand [20]. Yet others are considering to deploy
vIMS in near future, such as Telstra from Australia [21] and
Telecom Argentina [22]. vIMS has potential benefits: (1) NFV
based IMS can achieve high scalability and high flexibility
to quickly scale services up and down [23], and (2) reduce
network expenses (both capital expenditures (CAPEX) and
operational expenditures (OPEX)) [24].

Figure 3 shows NFV implementation of IMS in virtual-
ized Data Center Network (DC) [25]. The cloud platform
(e.g. OpenStack [5]) acts as a manager which provides virtu-
alization (e.g. KVM/XEN [26]) of hardware resources to IMS
NFs. OpenStack is running a number of service such as Nova,
Neutron and Cinder [27] to provide compute, networking
and storage, respectively. Neutron service provides Bare-metal
provisioning [28] to IMS NFs that decreases call-setup time
and meets multimedia quality of service (QoS) requirements
during traffic load. Cinder service allows multiple IMS NFs
to access common subscribers profile information and allows
Nova to do computation without requiring any knowledge of
where users storage is actually deployed. In short, vIMS meets
subscribers service requirements by dynamically allocating
common hardware resources.

A. Empirical Study

We conduct empirical study to compare IMS service provi-
sioning between operational IMS network and our state of the
art vIMS network implementation.

1) Fault-Tolerance in Operational IMS Network: In order to
artificially create faults in operational IMS network, we drop
the incoming IMS network packets at source device by
injecting malicious packets into Voice over LTE (VoLTE)
downlink (DL) voice bearer. We observe that SIP client at
device makes several retries at an interval of 500 milliseconds
to establish the connection with IMS network. This confirms
the behaviour of VoLTE device if such faults would actually
have occurred in operational IMS network. After 5 seconds

(10 number of retries), device aborts the IMS operation and
escalates the call failure to LTE telephony module. Thereafter,
device switches to 3G network and re-initiates the call opera-
tion over 3G network.

2) Fault-Tolerance in State of the Art vIMS Network:
We setup the state of the art vIMS network on OpenStack [8],
a widely-used cloud computing platform, and experiment by
causing failure in each vIMS NF. Implementation details are
provided in Section VI. State of the art vIMS implementation
employs two separate fault tolerance mechanisms, provided by
IMS protocol [16] and OpenStack [5].

a) Failure recovery in IMS Protocol: Although IMS
protocol provides a series of fault recovery procedures for
IMS control-plane, we find that these procedure takes tens
of seconds to recover from control-plane failure, which is very
high for operational IMS network. To investigate how IMS
fault recovery procedures work, we perform experiments on
state of the art vIMS by turning off the fault-tolerance mecha-
nism provided by OpenStack. We explain this through S-CSCF
failure example, as shown in Figure 4a. When S-CSCF stops
responding, P-CSCF takes 30 seconds to detect the failure.
It then informs HSS about S-CSCF failure that prepares a new
S-CSCF NF, and provides S-CSCF address to P-CSCF. In total
it takes around 31 seconds for IMS protocol to get back into
function. Moreover, we find that IMS protocol hides failure
propagation to device by setting default client timeout value
to 32 seconds (as shown Figure in 4c).

In short, lack of fault-tolerance support at IMS protocol
level requires fault-tolerance at cloud platform that should be
exploited for high availability.

b) Failure recovery in cloud-platform: We repeat above
experiment by enabling cloud platform recovery procedures.
The default cluster-detecting system provided by OpenStack
monitors the availability of a service and makes the ser-
vice available again if fail-stop failure occurs. As shown
in Figure 4b, the default heartbeat interval for failure detection
is 2 seconds, and the maximum number of ticks in a round
are 5. In addition, the time to prepare a backup VM for
restoring and recovering the service is about 8 seconds. It takes
about 18 seconds for OpenStack to bring back S-CSCF into
service. In short, current cloud systems, termed as Infrastruc-
ture as a Service (IaaS), do not provide instance-level fault
tolerance for session-resilience during faults.

Fault tolerance is not adjusting timer values: It can be
argued that choosing smaller timeout values at IMS protocol
and OpenStack should solve the problem. However, adjust-
ing smaller timeout timer values cause ping-pong between
fail-over and fail-back procedures with greater number of false
positives on fault detection [29].

From this empirical study, we can conclude that vIMS can-
not deliver same level of fault tolerance as compared to carrier
grade IMS platform. Our conclusion is also strengthened by
the concerns shown by telecom giants, i.e. Verizon [30] and
Vodafone [31], towards NFV based LTE service provisioning.

B. Impacts

We discuss how weak fault tolerance support can impact
multimedia service provisioning.
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Fig. 4. Failure recovery procedure at IMS protocol, OpenStack, and IMS SIP client.

1) Impact From S-CSCF Failure: There are several issues
with S-CSCF restoration procedure after failure. First, S-CSCF
failure is propagated to device which is against the philosophy
of fault tolerance: system failures should always be hidden
from end devices [32]. Second, on S-CSCF failure, IMS ser-
vice is temporarily suspended. Such failure recovery procedure
is not sufficient for crucial telephony service that requires high
reliability. Third, IMS heavily relies on LTE core network
element, i.e. HSS, for S-CSCF recovery procedure. This is
because IMS is an overly network on LTE service which
is provided by third party service providers. Therefore, LTE
network operators provide access of private user information to
third party service provider that can risk user data breach [33].
Fourth, instead of storing backup data on redundant S-CSCF,
it is stored at HSS. As a result, HSS can become a single point
of failure for the stored backup of all devices.

2) Impact From P-CSCF Failure: Although, P-CSCF failure
recovery procedure tries to mitigate IMS unreachability by
assigning new P-CSCF, it introduces a number of problems.
First, IMS relies on device to recover from failure by perform-
ing re-registration procedure with IMS. Second, IMS service
remains unavailable to users during P-CSCF failure. Third,
P-CSCF failure not only terminates any control-plane session,
but data-plane traffic is also aborted, where device initiates
re-registration procedure with IMS network. Therefore, we can
say that P-CSCF failure has domino effect to data-plane traffic,
even though P-CSCF does not play any role in data-plane com-
munication. Fourth, failure recovery from all users happen at
almost the same time (where users send re-connection request
to IMS), which brings signaling storm and can potentially
knock alternative IMS NF out as well.

3) Impact From MGF Failure: The device remains unreach-
able by the time its MGF recovers from failure. There is no
mechanism that informs device once new MGF starts serving.
Therefore, the user needs to keep trying until its requests are
served by IMS. Further more, lack of data-plane fault tolerance
also results in incorrect billing information, and loss of policy
information at charging function.

V. DESIGN

Overview: Figure 5 gives an overview of our design.
To provide control-plane fault tolerance, we propose that
whenever a particular IMS NF fails, its neighboring IMS NF
should take charge of that failed NF and continue serving
the users. In other words, our design performs one-leg IMS

Fig. 5. Design overview.

operation during faults when in-service NF executes out-
of-service NF’s tasks. We employ Finite State Machine (FSM)
to quickly detect fail-stop failure. However, we face two
challenges to resume one-leg IMS operation after failure:
(1) both NFs playing different roles cannot access device
session information stored on each other; and (2) failure can
occur without raising any alarm that makes it impossible
for IMS operation to resume if complete up-to-date session
information is not stored somewhere else. To address these
two challenges, we propose that both NFs must piggyback
each others’ on-going device session information while com-
municating in request-response loop before faults. To reduce
piggyback message overhead, we partition IMS operation into
critical and provisional actions. We provide fault tolerance to
critical actions, while letting provisional actions to fail.

For data-plane, we partition IMS services based on their
characteristics. These decomposed services are handled by
different MGF instances (VNFs) that are relocated to other
VNF when their respective VNF instance fails.

Failure Model: In this paper, we consider fail-stop fail-
ure [34]. In IMS protocol design, IMS operations work
properly until NF crashes or the link between IMS NFs are
broken [35]. However, current IMS implementation does not
distinguish between omission [36] and fail-stop failures. As a
result, the NF failure is marked as fail-stop even when it does
not respond to incoming/outgoing messages. We argue that
omission failures are harbinger to fail-stop failure. Therefore,
we use omission failure to build fail-stop failure model.
In our proposed IMS design, whenever we detect send/receive
omission failure, we (a) relocate ongoing session to running
NF processes, and (b) start recovery procedure of failed server.

We consider four different failure scenarios. We believe
that failure can occur (1) during device registration procedure
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Fig. 6. Atomic actions for voice call.

with IMS network, (2) when device initiates service request
to send/receive multimedia service, and (3) during multimedia
data-plane traffic flow to/from device. Lastly, we consider that
(4) IMS failure creates a ripple effect for other transitory fail-
ures in LTE Network. For example, delays in device handover
procedure can make IMS NFs wrongly assume device failure.

A. Control-Plane Fault Tolerance

To ensure continued operations during faults, IMS control-
plane operations must withstand failures. IMS NFs keep check
on each others’ operations and protect critical operations from
failures. In case of complete IMS black-out, our IMS standby
server efficiently coordinate with HSS to retrieve users session
records.

1) Design Preliminaries: We first present design prelimi-
naries for our control-plane fault tolerance.

a) Decomposing IMS operations into atomic actions:
We decouple control-plane operations using the concept of
atomic actions [37]. To execute one operation, IMS system
performs a number of actions that either generates further
action(s) or execute a number of steps to conclude that
action. For example, during voice call operation (as shown
by Figure 6), calling action sends invite request, authorizes
the device and acknowledges the invite request by sending
trying message. Calling action requires progressing, proceed-
ing, connected and terminated actions to forward, set-up,
complete, and finally disconnect the call, respectively. These
all actions are necessary to successfully execute one call
operation. We name these nested actions as “atomic actions”
because they are carried out by different modules of IMS
system [35]. In an example of voice call operation, the atomic
action of IMS security module is to authorize the device
from HSS, the atomic action for call forwarding module is to
forward session information to the destination IMS system and
set-up the call, whereas the atomic action for call connection
module is to connect to media function for data-plane traffic.
An atomic action could involve several steps where (1) one
atomic action could rely on one or more actions to assist it; and
(2) two or more actions could cooperate directly to execute a
number of steps in a shared atomic action space. We show this
procedure in Figure 6, in which rectangular arrows indicate
request and response steps within an atomic action, whereas
incomplete rounded rectangle represents atomic actions that

Fig. 7. Partition actions in IMS operations into critical and provisional action
groups.

are still in progress. Figure 6 illustrates that atomicity has to
be regarded as relative rather than absolute, and atomic actions,
by their very nature, cannot overlap.

b) Partitioning of atomic actions: Once we identify
atomic actions for an IMS operation, we partition them into
critical and provisional action groups. Such partitioning is
logical where (1) dynamic recovery is performed on critical
actions, but provisional actions are only protected from being
timed-out, and (2) only critical actions’ session-level informa-
tion is sent to other IMS NF for session resilience that also
reduces fault recovery overhead. We take an example of voice
call operation in which multiple atomic actions are chained
in a fixed order, as shown in Figure 7a. When voice call is
initiated, each atomic action performs its task and transfers
call control to next atomic action. For example calling action
triggers progressing action that then forwards the call to
target IMS system. After successful execution of progressing
action, proceeding action alerts the user through ring-tone.
However, progressing actions that rely on target IMS system
to provide timely response may delay proceeding action due
to queuing delays [38] at target IMS system. Such delay not
only causes expiry of timer for progressing action, but also
has a domino effect to other chained actions; resulting in call
failure. We argue that delay in progressing and proceeding
actions should not be the reason to abort the call, if such a
delay is within the tolerance range of call operation. We call
such actions provisional that are a part of an operation, can
potentially fail an operation, yet they are not critical enough
for the execution of the operation. Therefore, we partition the
provisional actions from critical actions, as shown in Figure 7,
tolerate the failure of provisional actions and block the affect
of their failure to critical actions.

2) Replicating Ongoing Users Session Information Before
Failure: We use design preliminaries to provide fault toler-
ance in vIMS. During normal vIMS operation, our design
allows every NF to replicate its users session information of
critical on-going actions at its directly associated neighboring
IMS NF. To provide session-level resilience during failure,
both neighboring IMS NFs should have real time access of
device session information as the IMS operation proceeds.
However, each NF keeps different session information that the
other NF cannot access. To address this, we exploit the fact that
both P-CSCF and S-CSCF communicating in a feedback loop
of request and response can piggyback one NF device session
to the other. The piggyback information is sent using optional
IMS header fields. Note that we only replicate critical actions’
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Fig. 8. On-going user session is piggybacked over acknowledgement
messages.

session information that are vital in resuming device operation
after failure. We describe this procedure by using device
registration and voice call operations. As shown in Figure 8,
device initiates registration action by sending register message
to P-CSCF which then forwards it to S-CSCF. On receiving
register message, S-CSCF creates device session that includes
user identities, charging function address, and device authen-
tication information. Contrary to conventional reply, where
S-CSCF sends back an acknowledgement message 200 OK to
device, we propose piggybacking newly created device session
information with this acknowledgement message. We encode
each session value inside SIP Private Header (P-Header) fields.
SIP P-Headers are specific to 3GPP technology (i.e. LTE,
GSM and WCDMA) context and are used to correlate access
network information across multiple IMS NFs [39]. Encod-
ing and decoding of sessions into P-headers are achieved
within 10 lines of C-code.

In short, we can replicate live session information from one
IMS NF to other without introducing any changes to the IMS
protocol.

3) Use Omission Failures to Detect Fail-Stop Failure:
We argue that because P-CSCF and S-CSCF are directly
connected, the control-plane message retry timeout should be
multiple of their message Round-Trip-Times (RTTs). We pro-
pose that during an IMS operation, if one NF does not
receive response from other NF, it retries the message every
5xRTT with maximum 5 number of retries (which is our
implementation choice). In case of no reply within 25xRTT,
non-responding server’s status is changed from in-service
to failure-prone. Afterwards, in-service NF starts probing
failure-prone NF on every RTT, with 5 number of retries.
If non-responding NF still does not reply, we change its status
from failure-prone to out-of-service.

This is how we detect and confirm failure in 5xRTT and
25xRTT, respectively; and perform fail-over in 30xRTT.

a) Detecting IMS NF failure through finite state machine:
We create FSM of critical actions to efficiently detect the
fail-stop failure. We introduce few temporary states that keep
track of different steps in an atomic action. We explain our
proposed state transition diagram by using voice call operation
which is running at P-CSCF. Figure 9b shows when device
sends invite request, it transitions from calling to reply-pending
state. If S-CSCF replies to invite request, P-CSCF moves
to complete-pending state, otherwise after expiration of local
timer (timer L) of 30xlocal RTT2 fail-over procedure kicks in.

2We propose local RTT, measured between P-CSCF and S-CSCF NFs.

In complete-pending state, S-CSCF keeps probing P-CSCF
every 5xlocal RTT. Note that, this probing message is sent
only once every 5xRTT even though more than one device
have progressed to complete-pending state.

Timer G3 keeps track of response from target IMS system.
When there is no response from target IMS system a re-invite
request is sent. By sending re-invite message, target IMS
system may receive more than one invite request messages,
it discards duplicate invite requests [40]. This proactive prob-
ing helps quickly recover from transitive faults when previous
invite request(s) is(are) failed to be delivered to target device.

Tolerating transitory device failures: We also consider the
case when response from originating device is delayed because
of transitory radio failures (device may temporarily gets stuck
in a loop, or device handover procedure may take long time).
From our field tests during empirical study (Section IV-A),
we find radio delays can go up to 3 seconds, as shown
in Figure 10. Such delays mostly occur during device mobility
when hard handover is performed [41]. Therefore, we tolerate
delays up to 3 seconds from originating device (as shown
in Figure9a).

4) Fail-Over Procedure: After detecting failure, we perform
fail-over procedure when one IMS NF declares other NF out-
of-service and takes charge of non-responding NF. Such recov-
ery is only provided to critical atomic actions. We explain this
procedure through S-CSCF NF failure. When S-CSCF does
not respond within 30xRTT, we deactivate the link between
P-CSCF and S-CSCF (Link 1 shown in Figure 11), and activate
the link between P-CSCF and P-CSCF’s internal S-CSCF
service.4 Now P-CSCF forwards all the traffic to its internal
S-CSCF components. New S-CSCF resumes the operation
from the step at which failure occurred. Figure 8 describes
a case, when S-CSCF fails on Notify message where P-CSCF
responds with both notify-request and notify-response(through
its internal S-CSCF service logic) messages.

When a timeout is not a failure: It is possible that proposed,
but configurable, timeout value does not represent actual NF
failure. Such rare case occurs when the link between S-CSCF
and P-CSCF is severely congested or S-CSCF faces arbitrary
failure – not impacting the function of S-CSCF. We still define
such case as a failure that impact user Quality of Service
(QoS). However, we hand over to the actual S-CSCF function
in fail-back procedure. Note, in order to avoid ping-pong
effect between fail-over and fail-back procedures, fail-back
procedure does not occur within certain time (30 minutes in
our implementation) to fail-over.

We should mention that during control-plane fault tolerance
procedure, we do not disturb any other IMS failure recovery
and health-monitoring procedures, and let IMS protocol/cloud
platform recover from failure (either through reboot or switch-
ing to alternate S-CSCF NF).

5) Fail-Back Procedure: Fail-back procedure starts when
(1) minimum time (i.e 30 minutes in our implementation) has
elapsed after fail-over, and (2) failed NF has recovered from

3We propose timer G, calculated based on global RTT – measured between
source IMS and destination IMS systems.

4S-CSCF execution logic implemented within P-CSCF.
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Fig. 9. State transition diagram tolerating transitory device delays and detecting failure in IMS system.

Fig. 10. Transitory LTE delays.

Fig. 11. Recovering from control-plane failure.

failure either through IMS protocol or cloud platform failure
recovery procedure.

Smooth transition: During fail-back procedure, in-service
NF, executing both P-CSCF and S-CSCF functions, starts
redirecting traffic to recovered NF. In our approach, we do
not migrate users’ on-going SIP session information, rather we
migrate registration information of a device in its idle mode
(when there is no ongoing SIP session). We explain this with
an example where S-CSCF has recovered from failure. In this
migration procedure, we only send device identities by using
P-Called-Party-ID of P-Header field. We let S-CSCF retrieve
the rest of the information, i.e. network info, charging function
address, and preferred service information from HSS. We also
require S-CSCF to retrieve authentication vector from HSS and
re-authenticate the device [42]. Moreover, all new registration
requests are diverted to recovered S-CSCF.

In short, our scheme performs smooth transition towards
recovered NF by not exposing it to signaling load of active
users.

6) Session Resilience When Complete IMS System Fails:
We also anticipate rare scenario when both S-CSCF and

P-CSCF fails at the same time. In fact, this is reasonable
assumption where failure in one rack [43] or in particular
portion of DC can knock whole IMS out. In such a scenario,
we propose using standby IMS server (with an implementation
of both S-CSCF and P-CSCF NFs).

a) Failure detection procedure: The failure is detected
by a router that diverts all the traffic towards standby IMS
server. The router monitors both S-CSCF and P-CSCF by
sending probe packets. It declares IMS system failure when
both NFs do not reply to 5 consecutive probing packets sent
with an interval of 500 milliseconds.

b) Fail-over using semaphore: When all IMS NFs stop
responding, it is not possible to replicate on-going users ses-
sion information to standby IMS unit, therefore standby server
needs to fetch users records from HSS. However, sequential
read/write operations pose a bottleneck when 1000s of users
records are to be fetched from HSS. Read/write operations can
go up to tens of seconds to retrieve session information for
all users [44]. To address this issue, we propose coordination
between HSS and standby IMS server using semaphore [45].
When vIMS system fails, standby IMS server signals HSS
about the failure. HSS populates all users – registered with
failed IMS system – record to shared database where standby
IMS server retrieves users session information and replays the
device operation (e.g. voice call).

In our implementation, we find that recovery from IMS
blackout (when all IMS NFs stop responding) can take up
to 10 seconds in worst case, which is twice the tolerant
range used in operational IMS network. The higher recovery
time is caused when IMS failure occurs and control-plane
operations are about to conclude. After fetching the records
from HSS, the standby IMS server needs to contact target
IMS to reconnect the broken service link. To address this
issue, standby IMS sends re-invite message to source device
requesting it to “hold-on5” meanwhile it is re-establishing the
device connection with target IMS.

c) Fail-back procedure: Once vIMS system is back in
service, it retrieves passive, but registered, user’s informa-
tion from standby database server. Moreover, new registra-
tion requests are also forwarded to vIMS system. In short,

5In operational IMS working, the re-invite message is sent when one of the
calling party puts the call on-hold. We use re-invite message in our advantage
and avoid call drop even in extreme cases.
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active SIP sessions are still handled by standby IMS server,
whereas future SIP requests are forwarded to recovered IMS
system.

B. Data Plane Fault-Tolerance

Providing session resilience to data-plane traffic is chal-
lenging because: (1) the real-time traffic does not employ
any reliable mechanisms (e.g. re-transmission of lost packets).
This causes complete service interruption or even failure
(e.g. call drop). (2) Detecting MGF failure at PGW is slow
that renders data-plane unavailable even to new multimedia
service requests.

To address these challenges, we propose multimedia service
partitioning at MGF and employ two mechanisms to recover
from (1) particular service failure and (2) complete MGF
failure.

1) Data Plane Service Partitioning: Different multime-
dia services have different characteristics and requirements.
Real time services, such as voice (e.g. VoLTE) and video
conferencing call (e.g. Skype video call) require guaranteed
packets delays (100ms and 150ms, respectively [46]) to serve
users. Non-real time applications, such as playback video
(e.g. youtube) do not require guaranteed bit rate and can relax
packet delay up to 300ms (which is 3 times higher than voice
service). However, current IMS implementation in operational
LTE network treats all types of IMS services same. Our IMS
experiments with US network operators reveal that at the time
of device registration, LTE core network creates two bearers
and assign two different IPv6 addresses (i.e. one for normal
data traffic, and the other for IMS applications). Irrespective of
IMS service type, device uses same IMS bearer IPv6 address
to forward IMS packets to PGW that eventually forwards to
MGF.

In this paper, we propose partitioning of data-plane services
based on traffic characteristics. Such partitioning is done
between device and MGF. At first step, PGW assigns 3 dedi-
cated bearers each for voice, video conferencing and playback
video services of IMS. These bearers remain active until device
is registered with LTE network. At second step, we partition
one MGF into three virtualized network functions (VNFs),
each for voice, video conferencing, and playback video ser-
vices. This enables us to separate IMS data-traffic between
device and MGF, as shown in Figure 12. The advantage of
such partitioning is three fold, (1) by using same hardware
resources, different applications can stipulate different require-
ments, (2) partitioning helps restricting failures propagation
across different IMS services, and (3) PGW can use differ-
ent mechanisms to promptly detect VNF failures and adopt
appropriate measures to restore service.

2) Failure Handling: In order to avoid unnecessary prob-
ing, PGW uses downlink (DL) user traffic as MGF’s VNFs
monitoring. In case, the PGW does not receive expected DL
packet within service tolerant time (i.e. 100 ms for voice, and
300 ms for video), it declares that VNF(s) as failure-prone.
During failure-prone status, PGW uses frequent probing to
discover whether packet delays were because of VNF failure
or due to destination network delay/failure.

Fig. 12. Data-plane partitioning into virtualized services based on their
characteristics.

We distinguish between few VNFs (one or more but not all)
failure case, and all VNFs failure case (when MGF server
fails).

At least one VNF is active: PGW monitors failure-prone
MGF’s VNF(s) through heart-beat probing. If VNF does not
reply to heart-beat within a configurable amount of time
(5xRTT in our implementation), PGW declares that VNF
out-of-service. The data traffic from out-of-service VNF is
then transferred to one of the other two in-service VNFs.
Because target VNF has its own coding scheme as per its
traffic requirements, the transferred VNF traffic also uses the
target VNF’s coding technique. However, it is possible that
transferred VNF traffic (say video conferencing call) was
using higher coding technique compared the one available at
target VNF (handling playback video). Such change of coding
technique (from higher to lower) only affects the quality of
service (QoS) of the transferred traffic. We believe, this is an
acceptable tradeoff for achieving service-resilience at the cost
of QoS during faults.

When all VNFs fail – MGF server failure case: When
all VNFs do not reply to PGW heart-beat message within a
configurable amount of time (5xRTT in our implementation),
we declare that MGF out-of service. The PGW select standby
MGF to restore user data traffic. We quickly detect MGF
failure because all VNFs stop responding to PGW heart-beat
probing packets at the same time. This reduces total fail-over
time that only brings user service jitter, compared to traditional
MGF recovery that terminates data service [47].

Meanwhile, PGW keeps probing out-of-service VNF to
detect its recovery. When out-of-service VNF starts responding
to PGW heart-beat packets, its status is changed to in-service
and PGW steers traffic back to recovered VNF.

VI. IMPLEMENTATION

In our implementation, we use open source IMS plat-
form (OpenIMS [7]) and open source cloud operating system
(OpenStack [8]) to implement the functionalities of IMS
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protocol and NFV, respectively. The OpenIMS provides basic
implementation of IMS NFs (both S-CSCF and P-CSCF)
and HSS that can be deployed over Unix-based platforms
like Linux, BSD or Solaris. The OpenStack provides full
flexibility on how IMS NFs are managed on cloud platform.
It provides abstraction of common hardware resources through
virtualization and meets compute, networking and storage
demands of different IMS applications. We spent significant
efforts to modify source code in both platforms to suite our
needs.

A. State of the Art NFV Implementation of IMS

OpenIMS has coupled all IMS NFs by implementing them
over single virtual machine (e.g. VMware [48]) that provides
optimal performance when hundreds of users are accessing
IMS network at the same time. For NFV deployment, we first
decouple IMS NFs into separate VM. Then these VMs are
bridged through virtual network interface. These stand-alone
VMs are deployed over OpenStack to achieve state of the art
vIMS implementation. We also provide 1:1 redundant copy
of IMS NFs to achieve minimum industry requirement for
NFV [49]. We use default timers as specified by IMS and
OpenStack documents [50], [51]. We consider this implemen-
tation as base-line vIMS with which we compare our design.

B. Implementation of Proposed vIMS

We exploits OpenIMS modular structure and adopt its
implementation to our needs. We describe our efforts as below:

1) Call Session Control Functions (CSCFs): Our design
supports one-leg operation where both S-CSCF and P-CSCF
are implemented as one NF. To achieve functionalities
of both NFs within single NF, we modify SIP Express
Router (SER) [52] of OpenIMS. SER handles all SIP reg-
istration, SIP service requests, and directs their signaling to
P-CSCF and S-CSCF functional modules (which are located
at same NF). SER allows us to optimize performance by not
performing redundant tasks (such as manipulating SIP and
P-Header fields) if one of IMS NFs has already processed it.

2) Piggybacking: To reduce piggybacking processing delay,
we first convert single threaded packet processing module into
multi-threaded module. We leverage multi-threaded process-
ing to construct the actual packet header and supplementary
piggybacked information using P-Header at the same time.
Because we are dealing with real-time session, all active
users information has already been pulled by OpenIMS into
memory – which helps us quickly fill-in P-Header fields.

3) Atomic Actions: In order to implement atomic actions,
we first break the dependency cycle of different actions and
then partition them. OpenIMS provides basic IMS implemen-
tation, but it does not used modular approach in implementing
different actions for IMS operations. We modify OpenIMS
source code to convert these actions into modular C functions.
We achieve transition of atomic actions when one functional
module calls other functional module in a chain of IMS
actions. We skip provisional actions and do not exchange their
states using P-Header fields.

Fig. 13. Creating dedicated bearers from LTE device.

4) Finite State Machine: In FSM implementation an oper-
ation must start from an initial state and transit to another
accepted state. To achieve this, we create FSM transition table
in each NF that transits from a given state to a new state when
either an atomic action has progressed or its guard timer has
expired. By doing so, the proposed FSM only executes on
necessary functional module.

5) Fail-Over and Fail-Back Procedures: To successfully
execute fail-over and fail-back procedures, we are required
to immediately resume IMS operation from the atomic action
at which fault has occurred. To achieve this goal, we keep
track of on-going device session before fault using a hash
table to store/retrieve user’s session information. We imple-
ment two separate modules for fail-over and fail-back proce-
dures. When failure occurs, fail-over module intercepts the
failure and retrieves last stored atomic action and related
session information from hash table. Then fail-over modules
updates the network configurations at incoming and outgoing
interfaces and contacts destination IMS/source device using
same user identities. It also applies filters to distinguish
whether service requests and registration requests are com-
ing from existing subscribers or new ones. Our fail-back
module is relatively simple that only gets activated when
out-of-service NF is back to service. After that, it inter-
cepts all the traffic going to fail-over module and decides
whether traffic should be processed locally or forwarded to
recovered NF.

6) Data-Plane Service Partitioning: We create three VNFs
of MGF. Because our implementation does not include LTE
core network, therefore, our client cannot create three separate
data-plane bearers at device. To address this we distinguish
between service flows at virtualization layer of OpenStack
before sending messages to appropriate VNF.

To show our proposal is technically feasible in operational
LTE network, we create three dedicated bearers (using AT
commands [53]) from operational LTE device to LTE core
network. Figure 13 shows the snapshots of this procedure.

VII. EVALUATION

A. Session Resilience During Faults

We consider session resilience when NFs stop respond-
ing during device (1) registration procedure, (2) multimedia
service request, and (3) multimedia data-plane traffic flow.
On control-plane we consider fail-stop failure at: (a) P-CSCF,
(b) S-CSCF, (c) both P-CSCF and S-CSCF at same time, and
(d) MGF.
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Fig. 14. Service recovery time after S-CSCF fail-stop failure: comparing
proposed-vIMS with baseline-vIMS.

Fig. 15. Service recovery time after P-CSCF fail-stop failure: comparing
proposed-vIMS with baseline-vIMS.

Fig. 16. Service recovery time when both P-CSCF and S-CSCF stop
responding: comparing proposed-vIMS with baseline-vIMS.

B. How Proposed vIMS Achieves Control-Plane Resilience?

The device initiates control-plane operation (either registra-
tion or SIP call) with IMS network. While control-plane opera-
tion is on-going, we let one of the IMS NF to crash. Figure 14,
Figure 15 and Figure 16 show experimental results along
with enlargements of critical regions. Irrespective of P-CSCF,
S-CSCF or complete IMS crash, the control-plane operation
aborts in 5 seconds (in accordance to operational IMS network,
we set timeout value of 5 seconds at device). OpenStack takes
10 seconds to detect the failure and takes another 8 seconds
to prepare backup NF and restores the service. In about

Fig. 17. Service recovery time after MGF fail-stop failure: comparing
proposed-vIMS with baseline-vIMS.

18 seconds, the baseline vIMS comes back to service, but
the client does not make a new registration attempt, as it has
timed-out 13 seconds prior to recovery.

In contrast, proposed vIMS takes about 500ms in case of
S-CSCF, 1000ms for both P-CSCF and IMS blackout case
to recover from failure. We observe two different recovery
phenomena. First, when S-CSCF crashes, the recovery is
made at P-CSCF that successfully resumes the failed S-CSCF
operation. But when P-CSCF takes more than 500ms to
perform recovery, the first timeout happens at device. On
time-out, device retries the operation and P-CSCF successfully
executes the operation on one-leg. Second, when P-CSCF
crashes or IMS blackout happens, we always observe device
experiencing time-out (although 40% of the time S-CSCF
starts one-leg operation within 500ms, as shown in figure 15).
This is because S-CSCF needs to re-establish the IPsec tunnel
with device that aborts on-going control-plane operation. Once
new IPsec tunnel has been established, device re-attempts its
unsuccessful operation and is served by S-CSCF.

C. How Proposed vIMS Provide Data Traffic Continuity?

When MGF crashes in base-line vIMS, the data-service
aborts and user remains out of service for 18 seconds, as shown
in Figure 17. In contrast, proposed vIMS transfers ongoing
data-plane traffic from serving VNF to its neighboring VNF,
when serving VNF stops responding. The fail-over happens
within 500ms and device observes voice jitters, but keeping
its data-plane connection intact during faults. Because we are
monitoring all VNFs at same time, we detect MGF server
failure as quickly as we detect single VNF failure. But our
implementation takes upto 500ms more to tunnel traffic to
standby MGF. During failure recovery period, we observe
voice-mute upto 2 seconds because all of incoming/outgoing
packets are lost. We believe unavailability of service for
a couple of seconds in extreme MGF failure scenario is
acceptable.

D. Controlling Domino Effects of Failure

We discover vIMS failure can potentially gives birth
to signaling storm and inconsistent data charging at IMS
network.

Authorized licensed use limited to: University of Massachusetts Amherst. Downloaded on March 06,2024 at 19:25:23 UTC from IEEE Xplore.  Restrictions apply. 



RAZA AND LU: UNINTERRUPTIBLE IMS: MAINTAINING USERS ACCESS DURING FAULTS IN vIMS 1475

Fig. 18. Base-line vIMS causes signaling storm on P-CSCF failure (when
failure is detected by PGW).

E. How Proposed vIMS Avoids Signaling Storms?

We discover that vIMS failure can cause signaling storm in
which all registered users start sending re-registration requests
towards IMS. Such signaling storm can potentially knock
already recovered server out as well.

LTE core network considering IMS as its overlay network
monitors its availability. From LTE network point of view,
P-CSCF being an entry point to IMS network is crucial to
multimedia service availability. Therefore, in case of P-CSCF
failure, PGW informs all devices connected to non-responding
P-CSCF to perform IMS registration procedure with new
P-CSCF. This potentially leads thousands of IMS subscribers
to send re-connect request, within short interval of time,
towards IMS network – causing a signaling storm. Both IMS
NFs process the requests coming from thousands of sub-
scribers and exchange further control-plane signaling messages
with these devices.

To access damage caused by signaling storm, we send
registration requests from 1000 of devices which are virtually
connected with our OpenIMS. Figure 18 shows high signaling
messages exchange that can last for few seconds before system
operations return to normal. Note that, our proposed vIMS
does not cause any signaling storm where our quick failure
recovery procedure does not let PGW to take action on
P-CSCF failure.

F. How Proposed vIMS Avoids Charging Gap?

The charging function is part of MGF that controls billing
of multimedia usage by subscribers. When MGF fails during
device data-plane operation, all the charging information is
lost and subscriber is not billed for services it has used before
failure. As shown in Figure 19, MGF stops responding at
20sec into voice call. The recovery takes in 18 seconds in
case of baseline vIMS and less than 2 seconds in case of
proposed vIMS. After recovery, baseline vIMS starts charging
from zero. However, proposed vIMS efficiently coordinate
with PGW charging function (we implement it as a replica
of IMS charging function) and retrieves subscriber charging
profile. The only missing amount of charging in proposed
vIMS is the time to fail-over (which is less than 2 second).
We do not observe any charging gap in case of VNF failure.

Fig. 19. Subscriber charging information gets lost on data-plane failure in
base-line vIMS – causes charging-gap phenomena occurs.

VIII. RELATED WORK

Our work is in contrast with recent efforts on vIMS,
LTE–NFV and other NFV applications’ fault tolerance
space.

Research on vIMS has recently received significant attention
from both academia and industry. [54] discovers that different
modules in vIMS create a feedback loop that causes failures
and introduces latencies. [55] explains that NFV of IMS cannot
meet industry requirements on high availability because of
control plane failures. It introduces the concept of software
modules that are fully connected and transition among each
other to handle failures. In contrast, our work does not
introduce any redundancy and optimizes the control plane
failure recovery by partitioning into critical and provisional
actions. Moreover, we also discuss data-plane fault tolerance.
[56], [57] discuss that fault tolerance and security are two
major challenges that IMS face in public cloud. They do not
provide concrete solution to address failure recovery for IMS.
Other works [58], [59] discuss IMS performance over NFV.
[60] provides dynamic resource allocation algorithm for vIMS.
[56] enhances vIMS features for M2M. But all these efforts
do not discuss fault tolerance aspects of NFV-IMS.

LTE—NFV reliability related works include [61], [62] [63],
[64], and [65]. [61] re-designs LTE core architecture for public
cloud deployment and guarantees reliable LTE operations. The
main idea of [61] is to break LTE core functionality into
stateless and stateful components. The stateful information
is stored into highly reliable storage that achieves the high
availability. Different to [61], in this work, we provide the
notion of critical and non-critical actions. Our work does
not require highly reliable storage unit, rather, we use avail-
able IMS mechanisms to piggyback key information required
to replaye the failed procedures. [62], [63] consolidate the
LTE processing for fast execution of LTE procedures. The
main focus of these work is to delegate the processing of
critical procedures to a different network function instance.
[62], [63] are mainly concerned regarding the performance
and low latency of LTE procedures rather than providing
highly reliable LTE packet core. [64] puts forward the need of
reliable LTE design in NFV. But it does not provide any design
solution to achieve it. [65] shows high availability in cellular
networks is hard to achieve and provides recommendations
to improve it. In our work, we take a focused approach to
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address the reliability of IMS, which is a middleware to LTE
for providing voice service and other multimedia services.

Fault tolerance has also been discussed in other NFV
applications. [66] and [67] propose logging NF states during
normal operations and reconstructing them after a failure.
Their approaches cannot address real-time and transitory NF
sessions recovery. [68], [69] and [70] discuss fault toler-
ance in non-IMS (SIP based) voice over IP applications.
All these works are mainly concerned about the reliability
of voice service, and provide suggestion to improve SIP
protocol. In contrast, this paper provides the reliability of IMS
and achieves the reliability of all multimedia applications (the
voice is one of the multimedia applications). [71] discusses
general load balancing strategies in vIMS and does not discuss
vIMS working during faults.

In short, contrary to all above mentioned efforts, this paper
exploits IMS domain specific knowledge to achieve reliability.
It makes the critical actions execution reliable at the cost of
non-critical actions failure.

IX. CONCLUSION

In this paper, we make the first effort in providing vIMS
fault-tolerance in both control-plane and data-plane. We pro-
pose a design that can meet session-level resilience during
faults. Our design brings innovation by partitioning IMS
operations into critical and provisional action groups. The
critical actions are recovered from failure in real time by letting
provisional actions to fail.

Future Work: In this effort, we gain deep system insights
and identify other research issues – to be discussed in future
work. Few of them include vIMS performance when network
services are scaled up and down, partitioning vIMS into
control and data plane functionalities for mobile edge compute
application, and maintaining vIMS security assumptions.
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