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Abstract—The explosion of mobile applications and phenom-
enal adoption of mobile connectivity by end users make all-IP
based 4G LTE as an ideal choice for providing Internet access
on the go. LTE core network which handles device control-
plane and data-plane traffic becomes susceptible to network
resource constraints. To ease these constraints, Network Function
Virtualization (NFV) provides high scalability and flexibility by
enabling dynamic allocation of LTE core network resources.
NFV achieves this by decomposing LTE Network Functions (NF)
into multiple instances. However, LTE core network architecture
which is designed considering fewer NF boxes does not fit well
where decomposed NF instances add delays in network event
execution. Certain control-plane events being time critical hurt
data-plane traffic requirements defined by LTE standard. This
paper proposes Fat-proxy which acts as a stand-alone execution
engine of these critical network events. Through space uncou-
pling, we execute several signalling messages in parallel while
skipping unnecessary messages to reduce event execution time
and signalling overhead while ensuring highly available service
access. We build our system prototype of open source LTE core
network over virtualized platform. Our results show that we can
reduce event execution time and signalling overhead upto 50%
and 40%, respectively.

Index Terms—Availability, 4G mobile communication, network
function virtualization.

I. INTRODUCTION

ONE OF the leading use cases for carrier network virtu-
alization is the LTE core network (also known as LTE

Evolved Packet Core – EPC) [1], [2], [3]. Service providers,
particularly mobile operators planning for voice over LTE
(VoLTE), Evolved Multimedia Broadcast/Multicast Service
(eMBMS), and numerous Internet of Things (IoT) applications
support, are looking towards Network Functions Virtualization
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(NFV) to scale services up and down quickly and to better
align costs with network usage [4], [5], [6].

In this paper, we analyze the impact of virtualization on EPC
functionality and service provisioning. We find that current
LTE EPC architecture which is designed for fewer power-
ful dedicated NFs does not fit well when thousands or even
hundreds of NFs are chained within one EPC.

Challenges and impact: We discover following two major
challenges on virtualizing EPC.

Virtualized network is not designed for LTE: LTE EPC is
virtualized over data-center (DC) network which suffers from
long queueing delays in switches [7], [8], packet losses [9], [10],
timed out retransmissions [11], [12], and out of order packets
delivery [13]. Because of these characteristics, virtualized NFs
(VNFs) implemented over commodity DC network only provide
flow level guarantees [14], whereas LTE standard requires
packet level guarantees (100ms and 300ms delays for voice
and data packets, respectively) [15]. This significantly degrades
user quality of service (QoS) and even causes temporary service
unavailability when active sessions drop.

EPC is not designed for virtualized network: In legacy
EPC, there are fewer NF boxes, which are connected through
dedicated fiber links. The round-trip-time (RTT) over one-
hop link is stable, and determines NF reachability and packet
retransmission counters [16], [17]. In virtualized EPC imple-
mentation, some network signalling packets take longer and
congested path triggering unnecessary packet retransmission
at sender. Further, it causes domino effect by triggering time
out at other chained NFs. This higher signalling failure rate
while executing certain network events [18] have direct impact
on user traffic (e.g., voice and data) continuity. We regard these
events as mission critical events.

Goals: Our goal is to ensure high availability of LTE
services. To achieve this goal, we want to protect mission
critical events from delay and failure. We categorize these
events being handover event during device mobility, paging
event during device idle mode, and service request for gain-
ing network resources; because these 3 events cause 50% of
all network signalling [19], therefore, we aim to isolate them
to reduce networking signalling load at EPC. We also want
our solution design to be applicable in 5G cellular network.

Design: Our design is motivated by the fact that during
execution of mission critical events, no other event will be
handled by EPC. Also, their operations are mutual exclu-
sive even within one NF [20]. Therefore, we first decompose
these events from EPC and implement them separately as a
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Fat-proxy. As the name suggests, the Fat-proxy acts as an
execution engine to an event. When an EPC receives event
request, it forwards the request to particular Fat-proxy – that
takes responsibility of executing the event and finally flushes
the updated event status and device session information to
EPC. In other words, all event execution logic being local to
one virtual machine (VM) does not only address above men-
tioned challenges but also keeps greater number of signalling
messages flow away from EPC.

In our design we also address several challenges such as
identifying event specify logic from chained NFs, and resolving
functional dependencies while implementing Fat-proxy, etc.

Moreover, we use space uncoupling and further decompose
mutual exclusive modules within one NF. Then we execute
those signalling messages in parallel that communicate with
mutual exclusive modules. However, we merge the results
from these parallel signalling execution in consistent manner
and support transaction roll back in case of failure. Further,
the concept of Fat-proxy, that acts as a stand-alone execu-
tion engine of critical messages, is also applicable in 5G core
network.

Results: We gather results from our OpenEPC implemen-
tation over virtualized platform. We use network traces to
match actual capacity of NF in real operator network. Our
result shows that (1) Fat-proxy reduces more than 40% sig-
nalling load, (2) reduces upto 50% event execution time, and
(3) generates upto 40% less signalling messages by skipping
and parallelizing these messages.

Related Work: Our work is in contrast to other efforts
in EPC virtualization or in similar other directions.
Reference [21], [22] and [23] decomposes edge router
functions, gateway functions, and network services, respec-
tively into control-plane and data-plane. However, our work
addresses those key control-plane functions that affects user
services. References [24], [25] make use of software and
hardware choices to meet specific service demand. Our work
instead aims to provide solution under dynamic control-
messages flow. It is achieved by delegating event execution
responsibility to the fat-proxy, which is transient in nature,
i.e., on successful event execution the user states are deleted.

Summary: In summary our paper makes following
contributions.

• We identify key limitations in EPC deployment over
commodity DC network to ensure high LTE service avail-
ability. To best of our knowledge, this is first paper on
EPC virtualization that highlights EPC implementation-
specific issues.

• We identify and address only those events which affect
user traffic, which is first effort in this direction, as best
of our knowledge.

• Our design works purely for commodity DC network –
not requiring express routes and non-commodity pow-
erful servers. Moreover, our design acts as plug and
play, where Fat-proxy VM being LTE standard compliant
can be installed with any network operator’s virtualized
network.

• Our design controls exponentially growing signalling
messages [26] by keeping them away from EPC.

Fig. 1. LTE architecture: an overview.

• Our results show an improvement of upto 50% in num-
ber of signalling messages, event execution time, and
EPC traffic load without introducing any performance
bottlenecks.

Organization: Section II provides background on LTE archi-
tecture, followed by Section III which motivates the problem
and defines the problem scope. Section IV introduces chal-
lenges in virtualizing EPC core. Section V talks about design
rationale and explains our system design in detail. Section VI
discusses implementation, Section VII provides evaluation
results, and Section VIII stimulates discussion. Section IX
compares our work with the related work, and Section X
concludes the paper.

II. BACKGROUND: LTE ARCHITECTURE

LTE network consists of three main components, which are
User Equipment (UE), Evolved Node Base-station (eNodeB),
and Evolved Packet Core (EPC), as shown by Figure 1. The
eNodeB anchors as a radio interface between UE and EPC.
EPC communicates with packet data networks in the outside
world such as the Internet, private corporate networks or the
IP Multimedia Subsystem (IMS) and facilitates user commu-
nication. LTE EPC comprises over a number of LTE Network
Functions (NFs), that include Mobility Management Entity
(MME), HSS (Home Subscriber Server), Serving Gateway
(SGW), Packet Data Network Gateway (PGW), Policy and
Charging Rules Function (PCRF), and few others. These NFs
handle control-plane and data-plane traffic through separate
network interfaces. As shown in Figure 1, control-plane traf-
fic from radio network is sent to MME, whereas data-plane
traffic is forwarded to SGW. MME acts as a central man-
agement entity that authenticate and authorizes UE, handles
network events (such as device Attach, Handover, Service pro-
visioning, and Paging events), and maintains SGW and PGW
connections for data-plane traffic.

EPC NFs are static in nature and are connected, or chained,
in a certain way that achieve desired overall functionality or
service that LTE network is designed to provide. These NFs
exchange a number of control messages to execute a spe-
cific network event. For example, during device Attach event,
MME obtains device security keys from HSS, authenticates the
device, creates device session information at SGW and PGW.
Then SGW and PGW establish data bearer connection with
the device and configure specific QoS profile. Thereafter, the
device is said to be registered with LTE network. The delay
or failure in one control-message results into complete event
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Fig. 2. Number of events per user during busy hours.

failure [20]. Therefore, NFs which are implemented over ven-
dor specific software and hardware guarantee per signalling
message level reliability and NFs high availability support.

III. MOTIVATION AND PROBLEM SCOPE

vEPC has already been embraced by a number of opera-
tors, such as SK telecom in Korea [27] and Spark telecom in
New Zealand [28]. In other countries, it is currently being
rolled out, such as Docomo in Japan [29], and Telefonica
in Spain [30]. Yet others are considering to deploy vEPC in
near future, such as AT&T [31] in USA and China mobile
in China [32]. vEPC has potential benefits: (1) NFV based
EPC can achieve high scalability and high flexibility to quickly
scale services up and down [3], [33], and (2) reduce network
expenses (both capital expenditures (CAPEX) and operational
expenditures (OPEX)) [34], [35]. However, we argue that EPC
implementation over general purpose boxes expose a number
of issues which otherwise are suppressed by carrier grade NF
boxes (e.g., Ericsson Blade System (EBS) [36], Alcatel-Lucent
Wireless Mobility Manager [37] and others). We identify two
major issues, i.e., (1) controlling signalling storm during peak
hours, and (2) timely execution of mission critical events, that
require immediate attention in vEPC implementation.

Controlling network signalling storm: LTE devices fre-
quently interact with LTE network to execute their events.
These events are Device Attach, Service Request and
Release, Handover, Paging, Bearer Activation, Modification
and Deactivation, Detach Request, and many others. Out of
these, some events are executed more frequently than oth-
ers. As shown in Figure 2, Handover event is executed at
least 50 times more than device Attach incident during busy
hours [19]. Moreover, to execute one such event, different NF
components interact with each other and generate a greater
number of signalling messages. Some events produce more
number of signalling message than others. For example, one
handover event generates 32 signalling messages compared to
paging event that produces only 6 signalling messages. When
all events are combined from all devices during busy hours, a
signalling storm is generated at EPC NFs.

Therefore, we are motivated to provide a solution that
controls the signalling storm at LTE core without restricting
devices network access (the solution operational LTE networks
use to control signalling storm [38]).

Administrating mission critical events: Although, delay
or failure of one signalling message can jeopardize whole
network event, all network events are not equal. Some network
events have stronger execution constraint than others. For
example, failure of one signalling message during device

Fig. 3. Event completion time (average) during busy hours in operational
EPC network.

Attach operation triggers Re-Attach that does not impact
user quality of experience. Whereas, failure of one signalling
message during device Handover operation aborts mobile con-
nection and terminates any device voice and data sessions.
Our preliminary study on LTE operational network discloses
that during rush hours average events completion time at EPC
is significantly high, reaching upto 3 seconds (as shown in
Figure 3).1 This higher latency directly affects user QoS expe-
rience, resulting from Voice over LTE (VoLTE) call drop and
voice jitter, to affecting TCP based services. Table I shows how
event completion delays exceeding LTE standard defined QoS
deadlines [15] affect user services. Therefore, in this work,
we are also motivated to provide timely execution of mission
critical events, even during higher service load at LTE NFs.

Defining mission critical events: We categorize those events
being mission critical whose delay or failure has direct impact
on ongoing user services (i.e., voice, data, and multimedia
services). These events are:

• Handover event that ensures seamless user traffic flow
during user mobility.

• Paging event wakes device from idle state when
voice/data traffic is pending at LTE network.

• Service Request event provides on-demand network
resources to device.

Interestingly, these 3 events make-up 50% of all network sig-
nalling traffic [19]. Therefore, by addressing these events, we
not only ensure timely execution of user service sessions but
also address highly occurring network signalling messages.

Assumptions: This work neither assumes special DC
network topology and high performance server boxes nor
requires changes in LTE standard. We address timely execu-
tion of important events on commodity DC network (with no
dedicated/express links) while obeying LTE standard to pro-
vide plug and play solution for any carrier network. We do
not assume overprovisioning approach of hot standby – an
approach taken by most of the network operators to ensure
high availability [39].

1We gather LTE traces at device and ignore radio retransmissions (at both
MAC and RLC LTE layers) and also excluded device and radio RTT from
results.
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Fig. 4. RTT fluctuation (average) in virtualized network.

TABLE I
LTE PACKET DEADLINES FOR QOS AND IMPACT WHEN SUCH

DEADLINES ARE NOT MET

IV. CHALLENGES IN VIRTUALIZING LTE-EPC

We discover multiple challenges from our implementa-
tion experience of LTE-EPC virtualization, and from our
study on LTE standard documents and virtualized network
infrastructure.

A. On Data-Center Network Characteristics

NFV envisions the implementation of NFs as software-only
entities that run over NFV infrastructure. NFV infrastructure
consists of commodity servers that run Virtualized Network
Function (VNF) over cloud platforms, such as OpenStack [40],
OPNFV [41], CloudStack [42], OpenNebula [43] and others.
In contrast to legacy LTE NFs implementation, NFV imple-
mentation introduces a number of changes. First, unlike tradi-
tional NFs which are connected over single hop, these VNFs
may be located over multiple hops. Therefore, long queue-
ing delay in switches introduces high latency [7], [8], [44].
Second, during high DC utilization, packet loss probability
increases [9], [10] that can adversely affect traffic flows where
the loss of an ACK may cause TCP to perform a timed out
retransmission [11], [12]. Third, DC network traffic exploits
the inherent multi-path nature of DC networks [44], [45] that
causes out of order packet delivery [13]. Fourth, DC network
designed to meet application deadlines which provide mecha-
nisms to meet traffic flow deadlines (e.g., mice flows), rather
than per packet guarantees [14], [46].

In short, DC network is designed to meet Service Level
Agreement (SLA) by protecting execution bounds on traffic
flows. However, in LTE, service guarantees are made by timely
execution of mission critical events.

Fig. 5. One legacy MME is decomposed into multiple virtualized MME
instances.

B. On Inter-VNF Delay

LTE-NFV framework provides the flexibility and network
scalability by decomposing original NFs into multiple
VNFs [3], [33]. However, in order to ramp up the original
capacity of NF, multiple VNF instances are desirable. For
example, we need hundreds (if not thousands) of MME-VNF
instances implemented over commodity servers in order to
facilitate 10 millions subscribers as supported by conventional
MME function [47], [48]. As shown in Figure 5, legacy MME
is decomposed into multiple MME instances, where each
MME holds the profiles of subset of customers. These VNF
instances are distributed within data center. Ideally, related
EPC VNF instances (e.g., MME, SGW, PGW etc.) are placed
within the same rack that eliminates network delays between
two EPC NFs. However, during mobility, device switches to
target eNodeB – connected to different MME instance. As a
result, the device session migrates from its source MME to
target MME during handover. Thereafter, new serving MME
and rest of old serving EPC NFs end up residing at differ-
ent racks. Now network delays play important role on timely
execution of network signalling messages. We find that LTE-
NFV framework is not able to cope with varying delays among
different VNF instances because of following reasons.

Expiry of a timer at any NF may lead to event failure: LTE
was designed for fewer EPC NFs which are directly connected
over dedicated fiber link. Therefore, in legacy LTE network,
the variation in RTT values is negligible. This motivates LTE
network designer to use RTT for two purposes (1) path man-
agement, and (2) calculating message retransmission timer, as
given in equation 1, between a pair of EPC NFs.

RetransmissionTimer = RTT ∗ α
where: α = anoffset < RTT . (1)

Path management: As a matter of fact, all EPC NFs and the
connection between them must always be active to serve users.
To determine that a peer NF is active, the NFs exchange echo-
request and echo-response messages [16], [17]. This exchange
of the echo-request and echo-response messages between two
NFs allows for quick detection if a path failure occurs [16].

Retransmission timer: Moreover, echo-request and echo-
response also helps calculating packet retransmission time
at EPC NF. Retransmission timer is calculated based on
RTT measurements (i.e., time between echo-request and echo-
response) [49]. Although, such timer value incorporates arbi-
trary RTT value delays, it does not include larger RTT value
variations because network communication delay does not
occur for one-hop legacy LTE NFs.
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Fig. 6. Signalling messages expire pre-maturely when timer based on RTT
value is too short.

However, virtualized EPC implementation needs to address
significant RTT variations. DC topologies’ network link
redundancy provides multiple paths for each pair of
NF [44], [45], [50]. That mean, for each RTT calculation
echo-request and echo-response packets may traverse through
two different paths. This can potentially cause a significant
variation between two subsequent RTT measurement readings.
To make things worse, DC network congestion can cause RTT
spikes up to tens of milliseconds [45], [51] that makes EPC
retransmission timer calculation even harder. Figure 4 shows
variation of RTT values in a virtualized network [44]. The RTT
varies from few microseconds to 1000 microseconds under nor-
mal network load. This 1000X RTT difference converts into
1000 different timer values. When a NF selects smaller timer
value based on smaller RTT value, the signalling messages
from that NF are unnecessarily retransmitted, as shown in
Figure 6. This unnecessary signalling messages retransmission
lead to overall delay in event execution, and at times expiry
of event-timer running at device that results into event failure.

Expiration of a timer has a domino effect: For one event
execution, multiple EPC NFs are chained such that one NF
output is an input of second NF, and so on. For example, in
handover event execution, signalling messages are exchanged
between 5 different NFs (i.e., source MME, source SGW, target
MME, target SGW, and PGW). Each pair of NF is running
a different retransmission timer value. When one timer value
expires, it produces a domino effect that causes expiration of
timer to preceding NF. This has been shown in Figure 7, where
source MME sends handover signalling message (e.g., Forward
Relocation Request message) to a target MME. Target MME
sends another handover message (e.g., Create Session Request
message) to SGW. But even in the presence of mild network
congestion, the response from SGW is delayed that results into
expiration of timer at target MME. Because source MME is
waiting for a response from target MME, eventually the timer
value at source MME also expires. This can potentially create
a domino effect to chained NFs for handover event execution.

In short, EPC by design is not only sensitive to network
delays but also does not tolerate any delay variance. However,
it is challenging to provide both constant and smaller network
delay in virtualized DC network, where packets may face
network congestion and take multiple packet traversal paths.

C. On Fault Tolerance

On device registration, MME establishes GTP (GPRS
Tunneling protocol) tunnel with SGW which thereafter creates

Fig. 7. Expiry of timer between two NFs has a domino effect that leads to
an event failure.

Fig. 8. GTP Tunnel is established between two NFs and remains active
throughout device registration lifetime. NF failure can tear down GTP tunnel
that results into device de-registration from the network.

GTP tunnel with PGW. GTP tunnel encapsulates user data
and carries bearer specific signalling traffic between pair of
core network NFs, and maintains device connectivity during
mobility. It recognizes each user by assigning unique UL and
DL Tunnel Endpoint Identifiers (TEIDs) at both end of tun-
nel. As shown in Figure 8, GTP tunnel is first established
between SGW and PGW for a particular UE. When send-
ing user traffic to PGW, SGW inserts a GTP header with
source address = SGW, destination address = PGW, and
TEID = S5 TEID (UL), and forwards the packet to PGW.
Similarly, for DL user traffic, PGW inserts a GTP header
with source address = PGW, destination address = SGW, and
TEID = S5 TEID (DL), and forwards the packet to SGW.
GTP tunnel remains active throughout the device registration
with the network, and does not change until LTE S1-handover
is initiated towards other EPC NF; otherwise device is dereg-
istered from the network [52]. Such LTE design implies NFs
failures must be handled locally without breaking the tunnel
end-points.

Virtualized NFs break user connection during faults: LTE-
NFV which is implemented using cloud platform over
DC Network relies on cloud-platform recovery procedures
to provide LTE fault tolerance. In all cloud-platforms,
such as OpenStack [40], OPNFV [41], CloudStack [42],
OpenNebula [43] and others, high availability is implemented
with redundant hardware running redundant instances of each
service. If one piece of hardware running one instance of a ser-
vice fails, the system can then fail-over to use another instance
of a service that is running on hardware that did not fail [53].
Such fault tolerance procedure does not work for LTE that
requires faults must be handled locally by maintaining tunnel
end-points between two NFs. Moreover, any engineering effort
to address this issue is futile where current cloud systems being
Infrastructure as a Service (IaaS) do not provide instance-level
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fault tolerance anyway. Therefore, standby servers do not help
to keep GTP tunnel in-tact during faults and result into failure
propagation to user (where user is required to re-attach with
LTE network).

V. SYSTEM DESIGN

At high level our design first identifies those execution
modules (i.e., functions) located at different EPC NFs, that
are executed in response to a critical network event. Then it
decouples these modules from their respective NFs and chain
them together as a separate NF. Now this new event specific
NF becomes a stand-alone execution engine without requiring
interactions between different EPC NFs. When a critical event
triggers, MME labels that event critical and directs its execu-
tion to that event specific NF. MME also sends device session
information to facilitate the event execution. Thereafter, the
event specific NF executes the event and populates the updated
user session information to MME after successful event execu-
tion. Although our proposed design is explained in the context
of LTE, the proposed design will also work in 5G cellular
network that share the same mission critical events as handled
by 4G LTE.

We describe the design rationale, its working and challenges
as follow.

A. Decoupling Event Based Logic From NFs

Our design is based on following design insights that we
make after studying LTE protocol functioning as defined in
3GPP standard documents [20], [54], [55], [56], and their
implementation in operational LTE network.

Design insight 1 (NFs are device’s event facilitators):
LTE network is designed to facilitate both control-plane and
data-plane traffic. A closer look into EPC system design
architecture and its implementation reveal that much more
efforts are spent for addressing control-plane traffic com-
pared to data-plane. For data-plane traffic, i.e., voice and
data, fewer NFs (i.e., SGW, PGW and Charging func-
tion) are involved. Whereas, control-plane traffic consists
of a wide range of different events, executed by greater
number of NFs (e.g., MME, SGW, PGW, Charging func-
tion, HSS, IMS servers, and DNS servers, etc.) Control-
plane events can be categorized into device Attach/Detach,
Handover, Location Update, Paging, Service Request/Release,
Session Activation/Modification, Security Mode events (i.e.,
Authentication and Ciphering operations), and many more oth-
ers. These events, which are handled at LTE control-plane, are
also critical to execution of data-plane traffic. The delay or fail-
ure of any of the above mentioned event either degrades the
user experience, terminates data-plane traffic (i.e., voice and
data), or even can cause the device to re-attach.

In short, we view NFs as network events facilitator.
Design insight 2 (Network events execute in blocking-

mode): Because these events are critical to device operations,
therefore, 3GPP standard requires them to be executed in
blocking-mode. In blocking-mode operation, when one event
is being executed, no other event can execute. To take an exam-
ple, if during the handover operation, MME detects that the

Fig. 9. State transition diagram shows that only one event at a time can be
executed.

Fig. 10. MME NF can support mutual exclusive operations.

SGW or/and the MME needs be relocated, the MME rejects
any such request received since handover operation has started
and all other control-plane requests are temporarily rejected
due to handover operation in progress [20].

Similarly, the device cannot report multiple events at the
same time. In case the device has to report multiple events
(e.g., Handover, Service Request (SR), or Location Update),
then these events should be executed one by one. Figure 9
shows state transition diagram of different network events.
Once a particular network event is initiated, no other event
can be originated.

Design insight 3 (Network operations can be mutual
exclusive): We find that some network operations are mutual
exclusive or disjoint. This is possible because one network
function is designed by combining multiple protocols/module.
As shown in Figure 10, MME is made of S1AP module, MME
core function module, and GTP module. Therefore, MME
interaction with eNodeB via S1AP moduke is mutual exclusive
to its GTP module’s communication to SGW. Therefore, com-
munication between MME and eNodeB and between MME
and SGW can be carried out in parallel.

Design insight 4 (Exploiting data center redundancy):
Current DC networks typically provide 1:1 redundancy to
allow traffic to flow along an alternate route when a device
or link becomes unavailable [57]. However, these redun-
dant servers do not take charge until primary server fails,
and remain underutilized when primary server is function-
ing. Therefore, we exploit the underutilized capacity of these
redundant servers in our advantage and use them to host event
specific logic to facilitate on-demand event execution.

B. Decomposing Network Function as Fat-Proxy

We leverage above observations and decompose event spe-
cific execution modules from EPC NFs. The decomposed
modules are placed into their respective event category (i.e.,
handover, service request, and paging), where each module
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contains the implementation of executing specific event. Each
such module is implemented as a separate functional mod-
ule, named as Fat-proxy. This gives us three Fat-proxies for
three critical events (i.e., handover, service request, and pag-
ing) which are hosted over DC network’s redundant servers.
Now whenever a critical event comes, MME delegates that
event’s execution to appropriate Fat-proxy. The Fat-proxy exe-
cutes the event by taking user session information from MME
and coordinate with device for follow-up signalling message
flow. At the end of execution, it informs MME about the event
outcome and updated user session information.

To understand the procedure, we take handover event exe-
cution example (as explained in Figures 5.5.1.2.2-1: S1-based
handover in [58]). A handover event occurs when a mobile
user travels from one area of coverage or eNodeB to another
eNodeB. When an handover event triggers, it is possible that
user’s voice and data services are running, that needs to be
transferred to the new eNodeB as well. Therefore user context
transfer is not merely towards a new radio base station, but
also user’s session information and DL/UL traffic migrates
from serving NFs to target NFs of EPC. In handover event
execution, serving NFs (i.e., current MME, SGW and PGW)
communicate with target NFs (i.e., new MME, SGW and
PGW). This handover procedure requires device session trans-
fer, bearer modification, transfer of UL and DL data from
source NFs to target NFs, and device location update opera-
tion. In short, in one handover event execution, a number of
control-plane and data-plane messages are exchanged between
a number of EPC NFs. Therefore, it requires a considerable
effort to implement Fat-proxy that can replace EPC during
event execution. Following we explain the steps to imple-
ment Fat-proxy, that requires execution logic identification,
decomposition, addressing dependencies, and finally coupling
different modules into running Fat-proxy.

Identifying event execution logic: We identify event execu-
tion logic by looking 3GPP specification documents [20], [55]
and LTE EPC source code [59]. In our handover event exam-
ple, the source eNodeB initiates a handover (on behalf of
device) by sending Handover Required message to source
MME. In this procedure, MME and/or the Serving GW may
be relocated. Then Packet forwarding takes place via the
source and target SGWs. Meanwhile, other necessary sig-
nalling messages (e.g., dedicated bearer modification; location
reporting control; NAS message transfer; etc.) are executed
and exchanged between NFs. To trace complete execution path
and NF modules for handover, we embed debugging message
inside OpenEPC [59] and identify handover event execution
logic across a number of EPC NFs. We repeat the same pro-
cedure for paging and service request events to identify their
execution logic.

Event-based decomposition: Once we identify event execu-
tion logic and the message flow for an event, we decompose
this event from rest of EPC functionality. In our handover
event example context, we find that there are two types of
modules that kicks in on handover event, one that are local to
handover event execution, and the others which have depen-
dency on different other events (e.g., device location update
procedure, etc.). Therefore, we migrate handover specific

Fig. 11. Functional dependency and non-dependency graph for handover
event.

modules to Fat-proxy function, but provides the replica of
those modules on which other events have dependency.

Resolving dependencies: One of the challenging task is
identifying all those EPC functional modules on which more
than one event has dependency. We find dependency among
different modules through functional dependency graph, that
we generate by implanting debug messages in our source
code. Figure 11 shows functional dependency graph of han-
dover event, where handover request, handover command,
forward relocation request, and indirect tunneling does not
have any dependency, but bearer modification, session request,
and location update procedures have dependency on different
other events; whereas other functions in Figure 11 are not part
of handover event execution but might trigger when abnormal
event comes (such as device detach request, etc.)

Developing Fat-Proxy: We develop Fat-proxy in which we
couple all event specific modules from different EPC NFs. To
better understand, we explain it through our example of han-
dover event – for which we develop Handover Management
(HoM) Fat-proxy, as shown in Figure 12. HoM encompasses
all those modules which are required to handle message
exchange between eNodeB and EPC, between UE and EPC,
and between different NFs of EPC. HoM is divided into two
phases, i.e., active and passive phases.

Passive phase: In passive phase, we set-up HoM server VM.
We pull decomposed handover event implementation from
MME, SGW and PGW and fused it into HoM. Now HoM
becomes execution engine of handover event. The HoM server
is then connected to MME which delegates handover related
execution to it.

Active phase: Because HoM functionality depends upon
real-time user information, therefore, during active phase, we
ensure all such user information is fed into HoM as soon as
handover event kicks-in. Thereafter, HoM mimics a full-fledge
EPC to outside world (i.e., to serving and target eNodeBs).
The handover decisions are independently made by HoM Fat-
proxy and final result (i.e., handover successful/failure) along
with updated user session information is reported to respective
EPC entities.

We should clarify that handling real-time bear-modification
is challenging. This is mainly because during handover event
processing, device bearers are to be modified at actual SGWs
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Fig. 12. Decomposing event based service logic from legacy network
functions to Fat-Proxy.

and PGW of EPC. We provide a work-around where HoM
acknowledges eNodeBs that device bearers have been modi-
fied by executing the next handover procedural steps; but in
the background HoM is still negotiating bearer modification
step with actual SGWs and PGW. It is possible that such bearer
modification step could fail (e.g., one of SGW or PGW fails),
but in that case HoM will send handover failure message to
eNodeBs. We believe handover failure message is common
irrespective at which step failure occurs, so artificially pro-
ceeding to next execution step, while previous step might fail,
does not generate any abnormal result.

C. Service Chaining

In legacy LTE network, when an event arrives at MME,
other EPC NFs coordinate back and forth in a fixed loop. In
our design, we use service chaining to make distinction with
mission critical events than others. We develop a software
module, i.e., service agent (shown as “check” in Figure 13,
which sits in between S1AP and MME function and encoun-
ters all the network events. This service agent is tightly
coupled with MME and has access to all device states that
MME holds. If the device originated event arriving at ser-
vice agent is categorized as mission-critical event then this
network event along with device states are forwarded to Fat-
proxy, whereas non-critical events are directly passed to MME
for processing.

Figure 13 shows an example of service chaining where
handover event skips execution at MME, SGW and PGW of
EPC. As depicted in Figure 13, when the handover request
event arrives at service agent of source MME, it is forwarded
to HoM Fat-proxy. After that HoM communicates with the
radio network and device to facilitate the handover operation.
Because the handover service logic of different NFs (such as
source MME, target MME, source SGW, target SGW, source
PGW, and target PGW) is local to HoM Fat-proxy function,
therefore, the handover procedure is not only faster but also
excludes any network failure cases between different NFs.

D. Space Uncoupling

A network event triggers coordination between a series of
NFs. Such coordination takes place between different NFs
within EPC, between EPC and the radio network. The network
events produce significant messages flow between MME and

Fig. 13. Service chaining of NFV helps to skip certain NFs for mission
critical events.

eNodeB compared to MME with any other EPC NF. MME
request eNodeB to establish secure radio connection with UE,
instruct eNodeB to establish device context, initiate the con-
nection between SGW for user UL/DL traffic, and many more.
For example, one paging event generates 5 messages between
MME and eNodeB compared to only 1 message between
MME and the serving GW.

Such signalling message exchange between MME and
eNodeB are carried out by S1AP module. The S1AP mod-
ule is a stand-alone NF with a number of unique functions,
such as radio bearer management function, mobility function,
NAS Signalling transport function, location reporting func-
tion, network flow control and congestion control function,
and many more. Although, S1AP sits between MME and
eNodeB where its role has been uniquely defined by 3GPP,
but legacy EPC infrastructure tightly couples it with MME.
Such an implementation has its justification that not only
renders faster communication between MME and S1AP but
also helps S1AP to exploit MME hardware level fault toler-
ance [36], [60], [61]. But in virtualized EPC, we are addressing
different goals, where we are interested in not only avoid-
ing intra data-center latencies, but also wants to enable faster
response between EPC and eNodeB through NFd decoupling
and employing service chaining.

In order to satisfy above goals, we decompose S1AP module
from MME and install it at the edge of the cloud. Because
S1AP function also carries those signalling messages which
need to be forwarded to MME core module, therefore, we
extend a direct interface between S1AP and MME function. As
shown in Figure 10, S1AP module is decomposed from MME
core function. Such design choice results faster communication
between eNodeB and EPC even during data-center network
congestion.

1) Concurrent Execution of Signalling Messages: In order
to facilitate one network event, different EPC NFs communi-
cate with each other. LTE standard mandates such signalling
exchange between these NFs are carried out serially [62], [63].
That is, subsequent message in the chain of signalling mes-
sages will not be sent if the previous message has been
successfully executed. In case of any failure, the whole pro-
cedure is terminated and an error is sent back to the UE. On
receiving an error message, the device makes an other attempt.

For example, successful handover event requires 32 mes-
sages to be executed between different EPC NFs. The delay
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Fig. 14. Concurrent Execution of Messages.

in executing any message will add to handover delay, and
any message execution failure will abort the whole handover
procedure. Figure 14 shows subset of messages exchange
between EPC NFs during handover event. Serving MME
receives Handover Required message from eNodeB and trig-
gers Forward Allocation message to target MME. On receiving
the device session information, target MME creates device ses-
sion with target SGW. On successful session response, target
MME sends Handover Acknowledgement to eNodeB. It should
be noted that the direction of “Create Session Request” and
“Handover Request” messages are opposite, where former is
sent to serving SGW within EPC, and the later is sent out of
EPC to the eNodeB. Moreover, the contents of both messages
are mutually exclusive. Therefore, we accelerate handover
event by executing such mutual exclusive messages in parallel
(as shown in dotted line of Figure 14).

We found that in most network events, there exists 40%
to 60% messages that can be executed concurrently, that
significantly improves the network performance.

Skipping some messages: In standardized event execution,
temporary device states are first created, and later deleted
on completion of an event. For example, in handover event
execution (Figure 11c – mixed functions), device session
information and context are modified – whereas old device
states and context are held temporarily. Also, temporary indi-
rect tunnel is established to relay packets to target NFs. When
handover event is successfully concluded, these temporary
states are deleted through special messages exchange between
NFs. In our design, because states in Fat-proxy are transient in
nature anyway (where MME delegates the event execution to
Fat-proxy and after event completion all device information is
cleared from Fat-proxy), we do not require to execute “delete
session” related steps. In our handover event example, we
reduce 25% signalling messages.

Transaction rollback on failure message: We understand that
concurrent message execution failure may provide inconsis-
tent view of network states. For example, on receiving the
“Handover Request” message from target MME, the eNodeB
believes that the target MME has successfully established
the device connection with target serving SGW. But such
eNodeB’s view of network state may become false, in case
target MME is failed to establish device session with target
SGW. Therefore, in order to handle such network state incon-
sistencies, we propose transaction rollback by sending network
failure message. As stated earlier, message execution failure at
any step will terminate whole handover process, therefore, by

Fig. 15. Implementation schema.

sending a failure message (even at later step) to eNodeB will
address any inconsistency previously caused by concurrent
message execution.

VI. SYSTEM IMPLEMENTATION

Our system implementation consists of open source LTE
implementation and virtualization of LTE EPC NFs.

Open source LTE deployment: Our test-bed consists of a
LTE eNodeB (nanoLTE Access Point [64]), OpenEPC soft-
ware EPC platform [59], and Samsung S6 smartphones. The
eNodeB is a 3GPP Release 10 compliant LTE small cell on
700 MHz band. Considerable effort, involving code mod-
ifications to OpenEPC components, was spent to integrate
eNodeB (closed-source) with EPC to ensure interoperabil-
ity with commercially available LTE clients (i.e., Samsung
S6 smartphones). Our EPC network consists of MME, HSS,
PCRF for control plane and SGW and PGW for data plane
functions. In addition, the Internet gateway provides connec-
tivity to the Internet. Samsung S6 smartphones use USIM
cards programmed with the appropriate identification name
and secret code to connect with eNodeB. Since eNodeB and
the device communicate on T-Mobile’s licensed band, we use
custom built frequency converters. These converters convert
the frequency in both downlink and uplink from 700 MHz to
2.6 GHz, where we have an experimental license to conduct
over the air experiments.

User emulation: For evaluation of space uncoupling,
where S1AP-MME simultaneously communicates with S1AP-
eNodeB and SGW, we require changes at eNodeB-S1AP
side. Because our eNodeB is closed-source, therefore, we use
device emulation provided by OpenEPCP. OpenEPC provides
client-Alice module that emulate user device and eNodeB and
interacts with EPC NFs. The client-Alice module has basic S1-
AP functionality, enough to show performance improvement
when space-coupling is used.

Virtualizing LTE EPC: After LTE testbed deployment, we
virtualize EPC NFs. EPC virtualization includes deployment
of decomposed EPC NFs over VMs, and exposing them to
real LTE traffic load. High level implementation schema is
described in Figure 15.

NF decomposition and placement: We virtualize EPC NFs
over vMware vSphere [65], which is a server virtualization
platform with consistent management. We first decomposed
OpenEPC into a number of LTE NFs (i.e., MME, SGW, PGW,
HSS, and PCRF). Then we treat these NFs as VNFs running
as separate VMs. We implement virtualized interfaces in order
to relay packets to and from these VNFs. We gather results by
changing testbed configuration in different settings: (a) each
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Fig. 16. Signalling load EPC is exposed during peak hours with and without Fat-proxy.

NF is decomposed and then mapped to a VNF, (b) placing
these VNF over different servers, which are then connected
through network tunnel, and (c) installing the Fa-proxy VNF
that combines event-specific NF components.

Considering real data-center network loads: Because lab
testbed environment does not (a) add round trip time to DC
network (b) consider dynamic loads at servers (c) take DC
network congestion into account, we consider DC network
performance metrics while compiling our results. We parsed
system logs provided by HP Helion cloud infrastructure [66]
and gather inter-data-center network latency metrics. We mea-
sure round trip time from query entering and exiting the DC
network. Our results are consistent with previous studies on
data-center network performance [67], [68].

Note: in order to provide fair comparison, we neglected
CPU processing time, delays because of congestion or queue-
ing at switches. Also note that we conduct experiments over
nanoLTE Access Point to show a proof of concept system. The
detailed experiments as discussed in this paper are conducted
under emulation mode where we can generate high traffic load
scenarios.

VII. EVALUATION AND RESULTS

We evaluate our design from three major aspects: (1) con-
trolling signalling storm, (2) timely execution of mission
critical events, and (3) performance impact. We ran our tests
on a local network of servers with 10-core Intel Xeon E5 -
2650 v3 processors at 2.3Ghz, 25MB cache size, and 16GB
memory. We build our prototype and tested it using real smart-
phones (Samsung S6 smartphones) and device emulation mode
of OpenEPC. To consider real operator network scenario, we
use a network trace as our input packet stream; results are
representative of tests we ran on other traces.

Signalling load at EPC: As mentioned earlier in the paper,
during busy hours, operational LTE core is exposed to sig-
nalling storm. First, we show that our design reduces signalling
storm by diverting highly occurring network events to Fat-
proxy. Although, Fat-proxy is part of LTE core, all execution
remains local to Fat-proxy module. In this way, LTE core NFs
(such as MME, SGW ad PGW) are not exposed to high sig-
nalling messages exchange and remain functional at all time.
Figure 16 shows that for handover, paging and service request
events, LTE core is exposed 5X, 6X and 2X respectively less
signalling traffic compared to the case when Fat-proxy is not
used. We see paging event benefits most from our design

Fig. 17. Total number of signalling messages per subscriber during busy
hour with and without Fat-Proxy.

which is due to the fact that paging Fat-proxy communicates
all the paging signalling with eNodeB when MME delegates
paging execution to Fat-proxy. Whereas service request event
requires bearer modifications at actual SGW and PGW which
relatively increases EPC signalling load even in case of SP
Fat-proxy.

Total number of signalling messages: We show that less
number of signalling messages are generated by each event
with Fat-proxy compared to the case when Fat-proxy is not
used. This is mostly because of the space uncoupling concept
(Section V-D) where we can not only execute some messages
in parallel, but can also skip few messages to be even executed.
Note that, because two messages are executed in parallel,
therefore, we count them as one, but in actual implementation
exactly two messages are generated. The rationale of treating
pair of parallel message as one is that these two messages are
traveling in opposite direction, i.e., one out of EPC and the
other towards EPC NF. Therefore, both of these messages are
independent to each other execution. Figure 17 shows han-
dover event produces around 40% less signalling messages,
when handover event is handled by Fat-proxy. Whereas, pag-
ing event can only skip one message of Uplink-Nas-Transport.
This NAS message carries the information about the service
that device wants to receive from LTE network.

Event execution time: Figure 18 shows CDF of event execu-
tion time for handover, paging and service request events with
and without Fat-proxy implementation. We see that on average
with HoM Fat-proxy handover event latency decreases by the
factor of 6X. This improvement is observed because HoM
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Fig. 18. Event execution time during peak hours with and without fat-proxy concept.

executes 6 signalling messages in parallel and skips total of 8
messages. Moreover, HoM event logic local to one VM does
not suffer any network delays. We note that even with HoM
Fat-proxy, handover latency is higher than 100 ms. This is
because in our experiment we handle worst case handover sce-
nario in which both MME and SGW are relocated. Although
event execution time does not meet QoS time-bounds shown in
Table I, it does not affect user QoS experience where users’
data packets are tunneled from old serving SGW to target
SGW and then delivered to user.

Paging event execution time with and without Fat-proxy
is not significantly high. We observe in paging event, all
of the signalling messages are exchanged between S1AP of
MME and eNodeB which diminishes intra-EPC NFs delay.
The improvement we see in Figure 18c is mainly achieved by
pushing S1AP to the edge of cloud and executing one pair of
message in parallel.

SP Fat-proxy, on average can reduce only upto 50% service
request event execution time mainly because at the end of
service request event execution, SP Fat-proxy needs to update
device bearers with EPC.

VIII. DISCUSSION

We discuss how Fat-proxy can achieves service-level
resilience during mission critical event execution, and does
not introduce any performance overhead.

On voice service resilience: We use most common LTE
service (VoLTE) to test its resilience during handover mis-
sion critical event. We deploy openIMS [69] and make calls
request to IMS server during handover event. The standard
LTE voice call feature requires, the IMS peer must respond to
call establishing control-plane messages within a time, defined
by a timer T1 [70], [71]. T1 timer is calculated based on RTT
value between two IMS servers. In case the client device does
not receive an answer from IMS server, the timer T1 times-out
and client device makes a retry attempt. The call establishment
request aborts when client does not receive an answer to its
control message within five consecutive retries. Our goal was
to observe number of call drops with maximum possible timer
T1 value observed in our handover event experiment. As high
the T1 timer value goes, the call-drop probability becomes low
– but at the cost of service provisioning delay [72]. Therefore,

Fig. 19. CPU usage for end-to-end event execution where vEPC intercepts
all events, delegates event execution to Fat-Proxy, and finally update results.
The Fat-Proxy executes the event.

we consider the conservative timer T1 value of 30 ms (includ-
ing the radio delay). We observe that for 20%-30% of all
handover events request, there is a call drop. But with han-
dover proxy implementation, the call drop rate drops to zero.
This is because HoM Fat-proxy event executes before the call
timeout value of 930 ms. In short, Fat-proxy achieve service
resilience during mission critical events, which otherwise not
possible.

Note that, call drop can only be observed during han-
dover event. Because for paging and service request events,
the device has not obtained the network resources and as a
result call request cannot be made. Moreover, forwarding tun-
nel in handover event which is used to forward only data-plane
messages from source NF to destination NF does not carry
voice control-plane messages. That is control-plane messages
are blocked until handover event is completed. Therefore,
handover event delay has direct impact on calls failure.

On overhead: We show that our design does not intro-
duce any performance overhead, rather it increases the vEPC
capacity to accept more number of requests. Figure 19 and
Figure 20 show CPU and memory usage with Fat-proxy.
Handover event which is computation intensive takes most
of the CPU resources compared to paging and service request
events. As shown in Figure 19, Fat proxy performs most of
the event execution and let vEPC to accept more user requests.
Our design enhance vEPC capacity upto 5 times, in which 5X
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Fig. 20. Memory usage for end-to-end event execution where vEPC keeps
all device states in memory which are updated when Fat-Proxy returns the
updated states. Fat-Proxy modifies device states during the event execution.

more customers can be registered with single vEPC. Therefore,
the network operator does not need to configure more vEPC
(i.e., MME, SGW, PGW, and HSS), rather it need to spin read-
ily available Fat-proxies (i.e., 5 fat-proxies in our case). We
observe the memory usage in all cases are almost same (as
shown in Figure 20). This is mainly because both vEPC and
HoM need to keep all in-service users information in memory.
Although vEPC delegates the execution to fat-proxy, it still
keeps copy of users session in memory to quickly recover
in case of some failure. Furthermore, more number of events
occurrence does not significantly increase the memory usage
due to the fact that event execution related functionality has
already been loaded into memory when fat-proxy start serving
first customer.

We should also highlight that the delay between EPC NF
and FatProxy for a given user is negligible. Take an example
of handover event. When the handover critical event occurs,
the source eNodeB sends a signalling message “Handover
Required" to source MME. On receiving this message, the
source MME forwards the request to Handover FatProxy
along with the user’s session states. Thereafter, the Handover
FatProxy takes control of the handover event and executes rest
of handover procedure signaling messages.

IX. RELATED WORK

We elaborate on related efforts, which are categorized as
following.

Industry and academic efforts: The ETSI has provided sev-
eral documents discussing guidelines and requirements for
LTE-NFV. The open source NFV platform (OPNFV) [41]
is designed to accelerate deployment efforts of LTE-NFV.
There are several white papers provided by technology
giants [2], [73], [74], [75], but none of them has demon-
strated any (1) system design of LTE-NFV that solves LTE
specific issues in virtualized environment (2) prototype that
clearly shows the merit of LTE-NFV over legacy LTE EPC
design. Our work stimulates discussion on system design that
clearly shows the merit over naive NF decomposition approach
discussed in industrial white papers.

End-to-end NF management: Closest to our work is [76],
which discusses the NF placement problem in LTE core.
While both, our work and [76], address NF decomposition
issues but our work significantly differ from their design
goals and problem statement. The [76] aims to use SDN for
control-plane traffic whereas enhances data-plane performance
through NFV decomposition. In contrast, we try to solve issues
mainly stem from control-plane traffic explosion where time-
critical events miss their tight execution deadline and render
affect on data-plane traffic. For example, the delay in lengthy
handover event (that consists of upto 32 signalling message
exchanges between various NFs) cause call or data-packets
drop or even causes the deregistration of the device from the
network.

NF Fat-proxy: The concept of Fat-proxies or thick clients is
very useful in distributed community, where server delegates
some processing logic to the client [77], [78]. We motivate our
design from similar goal but under different setting, where we
want to make proxy a powerful component. We delegate full
event execution control to Fat-proxy by providing complete
user session information. As a result, we only seek updated
user session information and the final outcome of delegated
event from these Fat-proxies. While the key Fat-proxy based
idea in LTE NFV was first discussed in our previous work [79],
we have accessed the key ideas from different perspectives. In
this work, we provide a complete solution by incorporating
all systems level details that enable high availability in LTE
NFV.

LTE NFV: There have been recent efforts on LTE NFV.
Reference [80] refactors LTE NFs to reduce latencies for
latency sensitive applications like IMS. However, this work
concerns about high availability of critical LTE procedures.
Reference [81] discloses that existing LTE design causes
bottlenecks to service availability. This work strengthen the
arguments in our paper that LTE architecture is not designed
for virtualization. Our work solves the problem of service
availability which is not addressed in [81]. Reference [82]
focuses on the performance of LTE core in NFV. In con-
trast, we aim to provide high service availability under heavy
traffic load scenarios that also improves the performance.
Reference [83] proposes four different LTE architecture alter-
natives to enable split LTE control and data planes, that is
adopting SDN-style architecture. Reference [84] proposes a
method to determine the binding of eNodeBs to the traffic
aggregation nodes and their amount in virtualized networks.
Different to both these works, our work proposes a separate
execution engine that we call FatProxy to make LTE NFV a
reality.

X. CONCLUSION

In this paper, we make an effort to highlight major issues
in virtualizing LTE core. We address those control-plane mes-
sages which make-up 50% of all EPC signalling and have
direct impact on data-plane traffic. Our proposed Fat-proxy
takes signal intensive events away from the core network and
enjoys parallel execution of messages through space uncou-
pling, which otherwise not possible. Results show that our
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design can not only maintain event execution time-bounds,
but also reduces signalling traffic by skipping unnecessary
signalling messages.
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